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CXL Specification Release Timeline ) LI

March 2019 September 2019 November 2020 August 2022

CXL 1.0 ¢ CXL Consortium e CXL 2.0 CXL 3.0
Specification Officially Specification Specification
Released Incorporates Released Released
e CXL11
Specification
Released
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Representative CXL Usages

Caching Devices [ Accelerators Accelerators with Memory

TYPE 2 TYPE 3

Memory Buffers

TYPE 1

l Processor ll Processor ll Processor

PROTOCOLS PROTOCOLS

PROTOCOLS

CXL.io » CXL.io CXL.io
CXL.cache » CXL.cache CXL.memory
CXL.memory

Accelerator —_ Accelerator Memory Controller
NIC -
USAGES USAGES USAGES
« PGAS NIC « GP GPU * Memory BW expansion
* NIC atomics * Dense computation * Memory capacity expansion
» Storage class memory
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CXL Ecosystem ) UG

Growth of CXL Ecosystem since it’s inception

Accelerators/
FPGAS /  Ecosystem that meets the

ever-increasing performance
and scale requirements

Memory
Solutions

g

ot * Fully backwards compatible

Solutions

 Lowers overall system cost

« Comprehensive compliance
and testing support
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Data Center: Expanding Scope of CXL
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Industry Focal Point ) UG

CXL is emerging as the industry focal point for
coherent 10

C(OpenCAPl - August 3, 2023, CXL Consortium and CCIX
I Consortium Sign Letter of Intent to Transfer
— 0O CCIX Assets to CXL
\—

August 1, 2022, CXL Consortium and OpenCAPI
= Consortium Sign Letter of Intent to Transfer
— ] OpenCAPI Assets to CXL

February 2022, CXL Consortium and Gen-Z
Consortium signed agreement to transfer Gen-Z
specification and assets to CXL Consortium
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Call to Action W[

Link

* Download the CXL 3.0 specification via www.ComputeExpressLink.org
» Support future specification development by joining the Consortium
* Follow @CXL Consortium on social media for updates!
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http://www.computeexpresslink.org/
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Thank You

www.ComputeExpresslLink.org
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